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Abstract

Spatiotemporal data, which captures how variables evolve across
space and time, is ubiquitous in fields such as environmental science,
epidemiology, and urban planning. However, identifying causal re-
lationships in these datasets is challenging due to the presence
of spatial dependencies, temporal autocorrelation, and confound-
ing factors. This tutorial provides a comprehensive introduction
to spatiotemporal causal inference, offering both theoretical foun-
dations and practical guidance for researchers and practitioners.
We explore key concepts such as causal inference frameworks,
the impact of confounding in spatiotemporal settings, and the
challenges posed by spatial and temporal dependencies. The pa-
per covers synthetic spatiotemporal benchmark data generation,
widely used spatiotemporal causal inference techniques, includ-
ing regression-based, propensity score-based, and deep learning-
based methods, and demonstrates their application using synthetic
datasets. Through step-by-step examples, readers will gain a clear
understanding of how to address common challenges and apply
causal inference techniques to spatiotemporal data. This tutorial
serves as a valuable resource for those looking to improve the rigor
and reliability of their causal analyses in spatiotemporal contexts.
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1 Introduction

Spatiotemporal data, which encompasses both spatial and tempo-
ral dimensions, is increasingly critical in a wide range of scientific
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domains, including environmental monitoring, epidemiology, trans-
portation systems, and climate modeling [5, 9, 12]. Understanding
the dynamics of how variables evolve across space and time is key
to uncovering patterns, making predictions, and identifying causal
relationships. Causal inference goes beyond identifying correlations
to uncover the actual mechanisms by which one variable influences
another. In spatiotemporal data, failing to account for these de-
pendencies can result in biased estimates of causal effects [1]. For
example, a policy intervention implemented in a city might appear
to affect crime rates, but if both the policy and crime are influenced
by unmeasured regional factors (such as economic conditions), the
causal effect could be confounded. Thus, to draw valid conclusions
from spatiotemporal data, it is essential to account for confounders,
spatial autocorrelation, and temporal dynamics.

In this tutorial, we provide an accessible yet comprehensive in-
troduction to spatiotemporal causal inference. We will start off by
presenting some key terminologies in causal inference, followed by
steps to generate synthetic time-series and spatiotemporal datasets
and finally look at some state-of-the-art approaches based on dif-
ferent modeling techniques. By the end of this tutorial, participants
will have a strong understanding of how to approach causal in-
ference in spatiotemporal data, and they will be equipped with
practical tools and techniques for applying these methods to their
own research. The supporting code and datasets for our work can
be found at Github!

2 Key Concepts in Spatiotemporal Causal
Inference

2.1 Causal Inference Frameworks

One of the most widely used frameworks for causal inference is the
potential outcomes framework (POM) [10], which defines the causal
effect of a treatment or intervention by comparing the outcomes
under different hypothetical scenarios—typically, one where the
treatment occurs and one where it does not. For spatiotemporal
data, this framework becomes more complex, as both the treatment
and outcomes vary over space and time. Though POM is not the
only framework for causal inference, for an in-depth understanding
of this and other frameworks, we refer the audience to [5].

2.2 Spatiotemporal Dependencies and Spillover
Effects

In spatiotemporal data, observations at different locations and times
are often not independent, leading to complex dependencies that
must be accounted for in causal inference. These dependencies can
arise because nearby locations tend to share similar environmen-
tal, social, or economic conditions, and events that occur in one
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place may influence nearby areas over time. A key aspect of spa-
tiotemporal dependencies is the presence of spillover effects [2].
Spillover effects occur when the impact of a treatment or event at
one location spills over to affect nearby locations. For example, in
public health interventions, introducing a vaccination campaign in
one city may reduce disease transmission not only within that city
but also in neighboring regions as people move between locations.
Similarly, a policy aimed at reducing pollution in one area may
have downstream effects on air quality in surrounding regions due
to the diffusion of pollutants over space.

2.3 Confounding in Spatiotemporal Data

Confounding occurs when an unobserved variable influences both
the treatment and the outcome, leading to biased estimates of the
causal relationship. In spatiotemporal data, this problem is com-
pounded by the presence of spatiotemporal confounders, which
vary across both space and time. These confounders can introduce
biases that distort causal inferences if not properly accounted for.

Spatial Confounding arises when a spatially structured vari-
able affects both the exposure (or treatment) and the outcome, cre-
ating a spurious association between them [1]. For example, in an
analysis of air pollution and health outcomes across different cities,
socioeconomic factors like poverty or healthcare access—both of
which may vary by location—can confound the relationship. With-
out adjusting for these spatially varying confounders, any observed
relationship between air pollution and health outcomes might re-
flect the influence of these unmeasured factors rather than a true
causal effect.

Temporal Confounding occurs when a time-varying factor
influences both the treatment and the outcome [10]. For instance, in
a study examining the effect of an economic policy on employment
rates over time, macroeconomic trends or seasonal patterns (e.g.,
holidays or weather-related economic slowdowns) may simultane-
ously affect both the policy implementation and the employment
outcomes, leading to biased causal estimates.

3 Methods for Spatiotemporal Causal Inference

This section forms the core of the tutorial, where we will present
different techniques for causal inference that are suited to spatiotem-
poral data. We will break down this section into three categories;
temporal, spatial and spatiotemporal causal inference methods.

Temporal Causal Inference Methods focus on causal rela-
tionships in data that vary over time, assuming there are temporal
dependencies but no spatial structure to account for. These in-
clude time-varying and time-invariant methods. In this tutorial
we will go through the following techniques from each category
(i) Difference-in-Difference (DiD) - a time-invariant method [7],
(if) Marginal structure Models - a propensity-score based method
for time-varying data [8], (ii) Time-series Deconfounder - a latent
factor model to reduce temporal confounding bias. [6] (iii) TCINet
- a deep learning based causal inference method for continuous
data [3].

Spatial Causal Inference Methods account for spatial autocor-
relation by incorporating a spatial lag or error term in the regression
model. In this tutorial, we will look at Weather2Vec - a spatial causal
inference technique for capturing spatial confounding effects [11].
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Spatiotemporal Causal Inference Methods integrate both
spatial and temporal dependencies, addressing the challenges of
causal inference when data varies over both space and time. We
will go over STCINet - a spatiotemporal model that can capture
both confounding effects and spillover effects in space and time [4].

4 Synthetic Dataset Generation

To test causal inference methods for tracking information flow in
spatiotemporal data, we present two variants of synthetic datasets,
(i) autocorrelated time-series data, (ii) spatiotemporal data to mimic
a dominant physical process found in many geo-science applica-
tions, that is, diffusion.

4.1 Time-series Dataset

We adopt the data-generation process followed by TCINet [3] to
generate four non-linear time-series A, B, C, and D. Using Gaussian
white noise ¢, we generate these time-series given in Equations 1
to 4.
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4.2 Spatiotemporal Dataset

Diffusion is a physical process that describes the movement of par-
ticles or substances from regions of higher concentration to regions
of lower concentration. It is driven by the random motion of parti-
cles, and it tends to equalize the concentration of substances in a
given medium over time. Following this concept, we generate three
spatiotemporal variables A, B and C adapting the data-generation
process of STCINet [4]. Where A is an independent variable with
spatial and temporal autocorrelations. B is dependent on A and C
is dependent on both A and B. The spatial domain is represented
by [i, jleN x M and t represent the notion of time. @, , and y are
causal coefficients to incorporate causal influence in these variables.
Dyg, Dy, D, are diffusion coefficients, whereas dt is the time step
size. A Laplacian operation V? is performed on each variable to
model its spatial diffusion in the dataset. The key steps involved in
generating the dataset are given in our Github repository.
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5 Challenges and Limitations

While spatiotemporal causal inference methods offer powerful tools
for understanding relationships in data that vary across space and
time, there are several inherent challenges and limitations that
complicate their application. These challenges stem from the com-
plex nature of spatial and temporal dependencies, the presence of
confounders, and the difficulty of identifying causal relationships



Tutorial on Causal Inference with Spatiotemporal Data

in dynamic, interconnected systems. Below are some of the key
challenges:

5.1 Data-related Challenges

Spatiotemporal datasets are often large and high-dimensional, with
observations across many time points and spatial units (e.g., cities,
regions). However, despite the large number of observations, data
can be sparse in certain contexts, especially if observations are
missing for some regions or time periods. This can make it difficult
to detect causal relationships and increases the risk of overfitting
models.

5.2 Model-related Challenges

Modeling spatiotemporal data often requires the use of advanced
statistical and computational techniques, such as spatial econo-
metrics, Bayesian hierarchical models, or spatiotemporal
machine learning models. These models can be computation-
ally intensive and difficult to implement, especially for researchers
without expertise in these areas. Moreover, model specification is
challenging, as misspecified models may lead to incorrect causal
inferences.

5.3 Conceptual Challenges

Identifying valid causal relationships in spatiotemporal settings is
particularly difficult due to the presence of spatial and temporal
confounders, as well as spillover effects. Many of the standard meth-
ods for causal inference (e.g., randomized controlled trials, natural
experiments) are hard to implement in spatiotemporal contexts
because of this reason.

5.4 Computational Challenges

Spatiotemporal data can be large and complex, making the appli-
cation of advanced causal inference models computationally ex-
pensive. Many of the methods used to account for spatiotemporal
dependencies, such as spatial econometrics or machine learning
models, involve intensive computations, especially when dealing
with high-resolution spatial data or long time series.

5.5 Uncertainty Quantification

Quantifying uncertainty in causal estimates is often difficult. This is
especially true for models that account for multiple layers of depen-
dencies, where uncertainty from spatial and temporal components
can compound.

6 Audience

This tutorial is aimed at researchers, students and practitioners from
a variety of domains who wish to apply causal inference techniques
to their spatiotemporal data. The tutorial covers fundamental con-
cepts, discusses common challenges, introduces key methods for
causal inference in spatiotemporal settings, and demonstrates prac-
tical applications using multiple synthetic datasets. For prerequisite,
basic understandings of causality and machine learning will be pre-
ferred, but the tutorial will also introduce the basic concepts for
better audience engagement.
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7 Conclusion

This tutorial has provided an overview of the key methods and chal-
lenges in spatiotemporal causal inference. By incorporating both
spatial and temporal dependencies into causal models, researchers
can make more robust inferences about the underlying mecha-
nisms driving changes in spatiotemporal data. We have highlighted
several methods, including difference-in-differences, propensity
score-based, and deep learning approaches, and demonstrated their
application on synthetic datasets. We hope this tutorial serves as a
foundation for further exploration and innovation in the analysis
of spatiotemporal data.
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